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Abstract

SO DS 17025, "General Requirenents for the Conpetence of Testing and
Calibration Laboratories, states that "calibration certificates shal
contain the neasurement results including the measurenent uncertainty".
What is nmeant by that? Is it sinply a Test Uncertainty Ratio (TUR)
calculation, or are there other factors involved? Using the "Guide to the
Expression of Uncertainty in Measurenent”, it certainly is nore than a TUR
cal culation. This paper describes the inplenentation of the neasurenent
uncertainty calculation in an automated calibration software package.
Conpliance with 1SO DS 17025 is di scussed

1. Introduction

There is an increasing need to determ ne nmeasurenent uncertainties in a
calibration environment.

This need is based on the requirenment to conply with the certain standards
docunents, such as |SO 17025

It is no longer sufficient to calculate the traditional test uncertainty
ratio (T.U R), per ML STD 45662. The T.U. R is usually calcul ated as:

T.U.R. = (Test Tolerance) / (Accuracy of Standard)

The T.U. R calculation is thus based on the stated accuracy of the

measur enent standard, but does not represent the total measurenent
uncertainty because it does not enconpass enpirical information based on a
sequence of actual neasurenments, nor does it incorporate measurenent
uncertainty information based on the resolution of the Unit Under Test
(UUT) or other conponents of the measurenent system and aspects of the
nmeasur enent environnment.

Thi s paper discusses the inplenentation of the neasurenent uncertainty
calculation in MET/CAL V6.0 automated calibration software.

As many MET/ CAL users are aware, MET/CAL is a software product produced by
Fl uke Corporation

MET/ CAL was first released in 1989 as an Ms-DOCS- based product. The
initial release of MET/CAL coincided with the introduction of the Fl uke
5700A calibrator.



Subsequently, MET/CAL was ported to the Wndows environnent (V4.0), and
integrated with Fluke's MET/ TRACK asset managenent software (V5.0).

The current version of MET/CAL (V6.0, August 1999) is a suite of 32-bit
applications with over 50 built-in instrunment drivers to support
calibration standards nanufactured by Fluke, Hewl ett Packard, Keithley,

and other manufacturers. |In addition, MET/CAL includes approxinmately 2000
preconpil ed calibration verification procedures which cover a wide variety
of UUTs.

It is inportant to note that MET/ CAL has al ways strived to maintain upward
conmpatibility of procedures. This requirenment nmeant that the neasurenent
uncertainty cal culation had to be inplenented in such a way that existing
procedures would continue to work, and, in fact, would automatically

cal cul ate pl ausi bl e values for measurenment uncertainty, with no additiona
i nformati on provided by the procedure itself.

In a software-based autonated calibration systemthe requirenent to
det ermi ne nmeasurenent uncertainty presents sonme specific chall enges and
pr obl ens:

(1) Automation The user would |like the systemto be as autonmated as
possi ble. Ideally, the calibration procedure witer should not be
required to anal yze each specific test in a calibration verification
procedure and nmanual |y provi de uncertainty information.

(2) Flexibility The procedure witer should have the ability to override
defaults in the measurenment uncertainty calculation at all |evels.
The overriding of defaults should be supported at the procedure |evel
and, where appropriate, at the workstation level and at the site |evel

(3) Compatibility 1t shoul d be possible to continue to use existing
calibration verification procedures and performa reasonabl e
measur enent uncertainty calculation, in nost cases, w thout procedure
nmodi fi cation.
This consideration is of particular inportance for MET/CAL, because the
product dates back to 1989, and many users have large installed bases
of existing calibration procedures.

2. Calculating Measurement Uncertainty

2.1 Basic Calculation
At the top level, the neasurenent uncertainty calculation is sinply:
Expanded Uncertainty = (Standard Uncertainty) * K
where K is the coverage factor.
The Standard Uncertainty is:
Standard Uncertainty = RSS(U1, U2, U3, ..., U10)
where "RSS" refers to the nornmal root-sumsquare” cal cul ation

The terns Ul, U2, ..., UlO are uncertainty conponents.



MET/ CAL software attenpts to determine UL and U2 autonuatically.

Ul is the Normalized System Accuracy, i.e., it is based on the
accuracy of the calibration standard.

U2 is an uncertainty conponent based on two inputs:
(1) A sequence of actual measurenents.
(2) The resolution of the UUT (Unit Under Test).

us, w, U, Us, Ur, U8, W, and ULO are optional wuncertainty
conponents which may be directly specified by the procedure witer.
If specified, they are included in the RSS calculation. If not
specified, they default to zero and do not affect the RSS
calculation. Values persist in a procedure until changed or reset.

2.2 Determining U1, the Normalized System Accuracy

In each test step in a MET/CAL calibration procedure there is a
nmeasur enent standard and a UUT.

For exanpl e, the measurenent standard might be a Fluke 5700A nulti-
function calibrator, and the UUT mi ght be a Fluke 77 DW

In nost cases, the specification of a test in the calibration
procedure includes information about the test sufficient for MET/ CAL
to automatically programthe neasurenent standard. The infornmation
is also used to look up the accuracy of the standard in an external
accuracy file.

MET/ CAL has al ways supported external accuracy files. Prior to
V6.0, however, the accuracy file information was used only to
determine the T.UR It is now used to determine both the T.U R
and the nmeasurenent uncertainty.

The Nornmalized System Accuracy is cal cul ated as:

Normalized System Accuracy = System Accuracy / Confidence
wher e:
System Accuracy is typically | ooked up in a MET/CAL accuracy file.

The Confidence is a statistical neasure of the confidence associ at ed
with the specifications given for a calibration standard.

In normal operation, the Confidence is also | ooked up autonatically,
in the header portion of the external accuracy file.

Typi cal Confidence values are 2 signma, 2.58 signma, and 3 signa.
Note that the paraneter called Confidence in this docunment is
described in various technical documents as a “coverage factor”. It

is not the same coverage factor, however, used to determine the

Expanded Uncertainty from the Standard Uncertainty.



2.3 Determining U2
The second uncertainty conponent, U2, is typically based on a
sequence of actual measurenents, and on the resolution of the Unit
Under Test (UUT). The calculation is:
U2 = RSS(S1, S2)

where S1 is based on the sequence of nmeasurements, and S2 is based
on the resolution of the UUT.

2.3.1 Determining S1

S1 is based on a sequence of neasurenents at a particul ar test
point, and is cal cul ated as:

S1 = (SDEV / (N~ 05) * F
wher e:
(1) Nis the nunber of neasurenents
(2) SDEV is the standard devi ation of the measuremnents.

(3) Fis a factor based on the Student’s T distribution and
the nunber of degrees of freedom

Unl ess overridden or disabled, the value of F is determ ned
per Table G 2 of Annex G of the docunent ANSI/NCSL Z540- 2-
1997. The values of F used by MET/CAL are exactly half the
val ues shown in the 95.45% colum of Table G 2.

Approxi mate values for F are given in the follow ng table:

0 or nore

NWHOON®OR
NdhRERRPRREREE
CWNWWNN

2.3.2 Determining S2
S2 is based on the resolution of the UUT

The reason it is necessary to include the S2 conponent in the
cal culation of the second uncertainty conmponent, U2, is that
in cases where the accuracy of the standard is nuch greater
than the accuracy of the UUT there is a high probability that
a sequence of neasurenments at a particular test point will all
yield the identical value. 1In this case the cal cul ated



standard devi ati on of the neasurenments will be zero, and Sl
will therefore also be zero. However, a standard devi ation of
zero does not indicate the neasurenments are all absolutely the
same, it only indicates that within the resolution of the UUT
t he neasurenents are the sane.

For exanple, if the real value of an applied signal is
fluctuating, but always with +/- 0.5 count as shown on the

di splay of a DMM a sequence of identical measurenents would
be recorded, with no account being taken of the fluctuation of
the real signal

Including S2, therefore, prevents the inappropriate estinmate
of U2 as zero in such cases.

S2 is calcul ated as:
S2 = (UUT_RES * 05) / (3 ™ 0.5

i.e., S2 is half the resolution of the UUT divided by the
square root of 3.

The square root of 3 termcomes from assuning a rectangul ar
distribution of probabilities of values within a range defined
by half the resolution of the UUT.

The resolution of the UUT is, by default, determ ned
indirectly, frominformation given in the procedure.

It is typically based on the specified NOM NAL val ue, although
there are other sources of information when the NOM NAL val ue
is not directly specified by the procedure witer.

For exanpl e, suppose a DC Volts verification test is done at
1V. If the procedure witer specifies that the NOM NAL val ue
is "1.00V', MET/CAL infers fromthe format of the NOM NAL
specification that the resolution of the UUT is 0.01V.

2.4 Determining U3, U4, ..., U10

As previously stated, the calculation of the standard uncertainty
is:

Standard Uncertainty = RSS(U1, U2, U3, ..., U10)

where U3, U4, ..., UlO0 are optional uncertainty conponents which can
be directly specified to augnent the measurenent uncertainty
cal cul ati on.

U3, W, ..., ULO can be directly specified in a MET/CAL calibration
procedure. The specification may apply to a single test, a sequence
of tests, or to the entire procedure. The default value for each of
these conponents is zero. Thus, in the absence of a procedure
specification to assign non-zero values to one or nore of these
optional uncertainty conponents, they nake no contribution to the



RSS (root sum square) cal cul ation, and therefore no contribution to
t he measurement uncertainty.

Recal | also that the Expanded Uncertainty is cal cul ated as:
Expanded Uncertainty = (Standard Uncertainty) * K
where K is the coverage factor.

Thus, a specification of U3, W, ..., and/or UlO affects both the
Standard Uncertainty and the Expanded Uncertainty.

It is up to the netrologist or procedure witer to decide when it is
appropriate to assign values to the optional uncertainty conponents
Ui, U2, ..., ULO0. In general, these optional uncertainty conponents
are intended for Type B uncertainties. These uncertainties are not
directly based on the sequence of neasured val ues, the accuracy of
the main calibration standard, or the resolution of the UUT, because
those uncertainty conponents are incorporated in Ul and U2, which
are, typically, automatically calculated by MET/CAL. As stated in
ANSI / NCSL Z540-2-1997, information used to determ ne Type B
uncertainties includes:

- previous neasurenment data

- know edge of relevant behavior and properties of naterials
and instrunments

- manufacturer’s specifications
- calibration certificates

- uncertainties assigned to reference data taken from
handbooks

In practice, sources of additional, optional uncertainty conmponents
may i ncl ude:

- test |eads

- term nators

- attenuators

- power splitters

- thernocoupl es

- other signal conditioners

- environnental factors (tenperature, hum dity)
In sone cases it nmay be appropriate to | eave all optiona
uncertainty conponents unassigned (i.e., set to zero). For exanple,
if you are using a Fluke 5720 to calibrate a Fluke 10 DMM the

resolution of the UUT may well dom nate the neasurenent uncertainty
cal cul ation, and any uncertainty contribution from say, test |eads,



wi |l probably be negligible. On the other hand, if you are using
for exanple, an HP 3458A to measure a precision resistor,
uncertainty due to test |eads and tenperature fluctuations in the
calibration | ab may be inportant.

3. Parameter Control

The measurenment uncertainty calculation perforned ny MET/CAL is
described in detail above. Mst paraneters used in the nmeasurenent
uncertainty cal cul ati on can be overridden at the procedure |evel
When a paraneter is specified at the procedure | evel, the
specification remains in effect for the duration of the procedure,
unl ess subsequently nodified or reset to the default.

In sone cases, paraneter values can also be set at the workstation
level (in a MET/CAL initialization file), or at the site level (in a
dat abase table).

When a neasurenent uncertainty paraneter is overridden in a
procedure, the paraneter value can be obtained in a nunber of ways:

(1) Aliteral value can be specified directly.

(2) The value can be cal cul ated using the "MATH' function of the
MET/ CAL procedure | anguage.

(3) The operator can be pronpted to enter the value, or to enter
i nfornmati on used to cal cul ate the val ue.

(4) The value can be deternined by a separate, user-witten program
i nvoked automatically by MET/ CAL.

This section provides additional information about the measurenent
uncertainty paraneters.

Parameter Summary

The following table |ists the neasurenment uncertainty paraneters
whi ch can be directly specified at the procedure |evel

Number of Measurements

Confidence

Coverage Factor

Expanded Uncertainty

F (normally based on Student’'s T)

Flag to enable or disable use of Student’s T to determine F

"Measure Only" Flag



S1

(SDEV / (N ~ 05)) * F

S2

((UUT Resolution) * 0.5) / (3 ~ 0.5
Standard Uncertainty
System Accuracy

Ul = Normalized System Accuracy

U2 = RSS(S1, S2)

U3 to U10 (optional uncertainty components)

UUT Resolution

3.1 Specifying the Number of Measurements

The nunber of neasurenents, N, may be specified, in order of

i ncreasi ng precedence, at the site level, the workstation |evel, or
the procedure level. A procedure |level specification may apply to
one test, a sequence of tests, or an entire procedure.

The specified value of N indicates how nany tinmes each test step is
repeated. The process of repeating a particular test step is
necessary to accumul ate a sequence of measurenments on which to base
the standard devi ation cal cul ation

Legal values for Nrange fromO to 1000.
Setting N to zero disables the neasurement uncertainty cal cul ation

Al though it is legal to set Nto 1, notice that this neans that the
standard deviation is, in effect, zero. This, in turn, neans that
the second uncertainty conponent, U2, becones just S2, so the entire
uncertainty conponent is then based only on the UUT resol ution

In general, it is therefore not advisable to set the nunber of
nmeasurenents to 1. However, there may be sone cases where it is
acceptable to do so.

One such case involves the pre-calculation of S1 or U2, which
may then be directly specified at the procedure |evel

A second case where setting Nto 1 nay be acceptable is when the
accuracy of the standard is sufficiently greater than the resolution
of the UUT so that any practical sequence of neasurenents is very
likely to result in a standard deviation of zero (i.e., where al
nmeasurenents are the sane)

The procedure writer or netrol ogi st should carefully consider the
tradeoffs involved in setting the nunber of measurements. Large
val ues of N increase confidence in the standard deviation

cal cul ation, but also sl ow down execution of the procedure.



In a closed-1oop procedure (where both the standard and the UUT are
remotely controlled), the normal measurenent plus settling tinme is
mul tiplied by N

In a manual procedure, the operator will be pronpted N tines to
enter the neasured value. This can be both slow and tedious.

3.2 Specifying the Confidence

The Confidence is a statistical neasure of the confidence associ at ed
with the specifications given for a calibration standard.

The Confidence nmust be specified as a sigma value, not as a
percentage. For exanple, if the specifications for a calibration
standard are stated as having a 99% confi dence, the Confidence
shoul d be set to 2.58, which is the equival ent sigma val ue.

In cases where the confidence associated with the specification of a
calibration standard i s unknown, you nmay wish to use 1.73 (that is,
37 0.5. This is a conservative choice based on the assunption of
a rectangul ar distribution.

The Confidence is used to cal culate Normalized System Accuracy. The
Confidence paraneter is often referred to as a coverage factor

Recal | that:
Standard Uncertainty = RSS(U1, U2, ..., U10)
where Ul is the Nornalized System Accuracy, calcul ated as:
Normalized System Accuracy = (System Accuracy) / Confidence

The System Accuracy is the accuracy of the calibration standard, and
is usually determ ned by | ooking up the value in a MET/ CAL accuracy
file.

If the value specified in the accuracy file is incorrect for a
particul ar test or procedure, or no accuracy file is available, the
Confidence can be directly specified at the procedure level or in an
initialization file.

MET/ CAL i ncl udes approxi mately 50 different calibration standards.
An accuracy file for each standard is included with the software.

It is not uncommon to find that the manufacturer did not indicate a
confidence val ue associated with the specifications for an
instrument. In such cases an attenpt was nade to contact the

manuf acturer (e.g., HP, Keithley, ...), and used the Confidence

val ue provided. 1In cases where it was not possible to obtain a
Confidence value fromthe instrument manufacturer a default val ue of
2 sigma was used. This value can easily be nodified by a custoner
however .

MET/ CAL all ows the procedure witer to create and use alternate
accuracy files. In such cases, the Confidence should be specified
in the accuracy file header



MET/ CAL al so allows the procedure witer to specify the accuracy of

the standard directly, on a per-test basis, in the procedure. \When

this is done, it is necessary to directly specify the Confidence at

the procedure level, unless it is acceptable to allow the Confidence
to default to 2 sigma.

3.3 Specifying the Coverage Factor

The Coverage Factor is used to calcul ate the Expanded Uncertainty
as:

Expanded Uncertainty = (Coverage Factor) * (Standard Uncertainty)

By convention, the value typically used for the Coverage Factor is
2, and MET/CAL V6.0 is shipped with the coverage factor set to 2 in
t he dat abase.

The Coverage Factor may be specified, in order of increasing
precedence, at the site level, the workstation level, or the
procedure level. A procedure |evel specification may apply to one
test, a sequence of tests, or an entire procedure.

In V6.0, the Coverage Factor is one of three quantities which may be
witten to the results.

There is no provision in V6.0 for automatically determ ning the
coverage factor as a function of the nunber of degrees of freedom

3.4 Specifying the Expanded Uncertainty

I f nmeasurenent uncertainty is enabled, MET/CAL normally cal cul ates
the Expanded Uncertainty as:

Expanded Uncertainty = (Standard Uncertainty) * K
where K is the coverage factor.

However, it is possible to directly specify the Expanded Uncertainty
at the procedure level. Such a specification overrides the built-in
cal cul ati on of expanded uncertainty.

Setting the Expanded Uncertainty directly is appropriate when

MET/ CAL’s built-in neasurenment uncertainty cal cul ati on does not
yield correct results for a particular test, and where the procedure
witer has externally determ ned the uncertainty.

Directly specifying the Expanded Uncertainty in this way renoves any
dependency on the neasured val ues, nunber of neasurenents, UUT

resol ution, confidence value, and Student’s T distribution, for the
affected tests. The dependency is renoved only for the Expanded
Uncertainty, however, not for the Standard Uncertainty, which wll
still be calculated in the nornmal way, unless its calculationis

al so overri dden.



In general, in cases where the procedure witer has calculated the
nmeasur enent uncertainty externally, it will usually nake nore sense
to override the Standard Uncertainty, and, possibly, the Coverage
Factor, and all ow MET/CAL to continue to cal cul ate the Expanded
Uncertainty as the product of the two.

3.5 Specifying the F Factor

Fis a factor based on the Student’s T distribution and the nunber
of degrees of freedom

Recal I that the basic measurenent uncertainty calculation is:
Standard Uncertainty = RSS(U1, U2, U3, ..., U10)
wher e
U2 = RSS(S1, S2)
and where
S1 = (SDEV / (N~ 05) * F

SDEV is the standard deviati on of the neasurenents, N is the nunber
of nmeasurenents, and S2 is based on the resolution of the UUT

As mentioned previously, unless overridden or disabled, the value of
F is determ ned per Table G 2 of Annex G of the docunent ANSI/NCSL
Z540- 2- 1997.

Not e that MET/ CAL uses the sinplifying assunption that the nunber of
degrees of freedomis one | ess than the nunber of neasurenents. |If
this assunption is not acceptable, it nay be possible for the
metrol ogi st or procedure witer to directly calculate F and override
MET/ CAL’s built-in determ nation of F (see bel ow).

The value of F can be directly specified in the initialization file
or at the procedure level. Such a specification overrides the
built-in calculation of F. An initialization file specification
unl ess overridden at the procedure level, applies to all tests in
all procedures run on the workstation.

3.5.1 Disabling F

Some netrol ogi sts believe that the cal culation of S1 should be
si nply:

S1 = (SDEV / (N * 0.5))

To support this node, a special flag parameter is provided to
force F, in effect, to be 1.0 in all cases.

To disable the use of Fin the calculation of S1, set the
special flag (called “USE_ST”) to "no". This can be
at the database, workstation, or procedure level.



By default (as distributed) MET/CAL V6.0 di sabl es the use of

F. In other words, the factor Fis set to 1 and it is
presuned that the Coverage Factor, typically set to 2, and
used to deternine the Expanded Uncertainty based on the
Standard Uncertainty, is sufficient to incorporate the
confidence in the standard devi ation of the neasured val ues as
a function of the nunber of neasurenents. When the nunber of
nmeasurenents is 10 or nore, Fis close to 1 in any case, and
so this presunption would appear to be justified.

For smaller values of N, on the other hand, the Student’s T-
based F value can be significant (for exanple, F is 6.985 when
Nis 2), and the decision as to whether it’'s appropriate to
set Fto 1 unconditionally has to be based on the judgenent of
the metrol ogist. Based on coments from various European and
Anerican sources, it was determ ned that the best approach for
MET/ CAL is to provide the option and allow each site to decide
how to i nmplenent this aspect of the uncertainty cal cul ation.

3.6 Specifying the "Measure Only" Flag

“Measure Only” is a flag parameter which can be set to "Yes" or
"No".

If it is "Yes", MET/CAL meter drivers do not re-set up the meter on
the second and subsequent measurements of a sequence of
measurements.

This can speed up execution of certain meter-based procedures when
the number of measurements is greater than 1.

It is up to the metrologist and procedure writer to determine

whether the increased speed compromises the measurement uncertainty
calculation. Re-setting up the meter prior to each measurement

will, if nothing else, slow down the procedure and may slightly

increase the chance of seeing significant deviations from one
measurement to the next.

The Measure Only flag may be specified in the initialization file or
at the procedure level.

By default, “Measure Only” is set to "no", i.e., in a sequence of

measurements where the calibration standard is a meter, the meter
will be fully reprogrammed prior to each measurement.

3.7 Specifying the S1 Parameter
Recall that the basic measurement uncertainty calculation is:
Standard Uncertainty = RSS(U1, U2, ..., U10)
where U2 is calculated as:
U2 = RSS(S1, S2)

and where S1 is normally calculated as:



S1 = (SDEV / (N~ 05) * F
In other words, S1 is nornally based on the standard deviation of a
series of neasurenents, for sone nunber of neasurenents greater than
1

However, it is possible to override the normal calculation of S1 at
the procedure level and directly assign its val ue.

If the calculation of S1 is overridden for one or nore tests, this
renmoves any dependency on the nunber of neasurenents in the

nmeasur enent uncertainty cal culation for those tests. The procedure
witer should, in that case, set the nunber of neasurenents to 1
unless it is specifically expected that the neasurenent result be

reported as an average of values rather than as a single
neasur enent .

3.8 Specifying the S2 Parameter
Recal | that the basic nmeasurenent uncertainty calculation is:
Standard Uncertainty = RSS(U1, U2, ..., U10)
where U2 is cal culated as:
U2 = RSS(S1, S2)
and where S2 is normally cal cul ated as:
S2 = ((UUT Resolution) *0.5) / (3~ 0.5)
In other words, S2 is normally a function of the UUT resol ution

However, it is possible to override the normal cal culation of S2 at
the procedure level and directly assign its val ue.

If the calculation of S2 is overridden for one or nore tests, this

removes any dependency on the UUT resolution in the neasurenent
uncertainty calculation for those tests.

3.9 Specifying the Standard Uncertainty
Nor mal | y,
Standard Uncertainty = RSS(U1, U2, ..., U10)
However, it is possible to override the normal cal cul ation of
Standard Uncertainty at the procedure |level and directly assign its
val ue.
Overriding the normal cal culation of Standard Uncertainty is

appropriate only where the procedure witer has externally
determ ned the measurenent uncertainty associated with a test.



Directly specifying the value of the Standard Uncertainty in this
way renoves any dependency on the measured val ues, nunber of
nmeasur enents, UUT resolution, confidence value, and Student’'s T
distribution, for those tests.

The only subsequent cal cul ati on performed using the specified
Standard Uncertainty is:

Expanded Uncertainty = (Standard Uncertainty) * K

where K is the coverage factor.

3.10 Specifying the System Accuracy
The basi c neasurenent uncertainty cal culation is:
Standard Uncertainty = RSS(U1, U2, ..., U10)
where Ul is the Normalized System Accuracy, calcul ated as:
Ul = (System Accuracy) / Confidence

System Accuracy is represented in absolute units (e.g., 0.1 V), and
Confidence is expressed as a sigma value (e.g., 2.58 sigm).

Nornmal |y the System Accuracy is |ooked up in a MET/CAL accuracy
file. The accuracy file used is typically selected autonmatically,
based on the instrunent (the calibration standard), and the
calibration interval specified for the particular configured
standard in use.

The procedure writer nmay override the nornal accuracy file selection
and directly specify the use of an alternate accuracy file.

It is also possible, at the procedure level, to directly specify the
System Accuracy for the neasurenment uncertainty cal cul ation

It is inmportant to understand that direct specification of the
System Accuracy in this way does not affect the T.U R cal culation
which will continue to be based on accuracy file | ookup.

An al ternative approach, which can be used in closed-1oop
procedures, is to use the "ACC' procedure statenent to directly
speci fy the system accuracy in a way which affects both the T.U R
and the nmeasurenent uncertainty.

Direct specification of System Accuracy is particularly useful in
cases where MET/CAL’'s built-in accuracy file |lookup is not adequate
to determ ne the accuracy of a standard. For exanple, counter
accuracies typically cannot be represented as:

(percentage of NOM NAL) + fl oor

and therefore the standard accuracy file | ookup does not work for
t hese devi ces.



The procedure witer may wish to directly specify the System
Accuracy in these cases in order to allow the neasurenent
uncertainty cal culation to proceed.

3.11 Specifying the U1 Parameter

The basi c neasurenent uncertainty cal culation is:
Standard Uncertainty = RSS(U1, U2, ..., U10)
where Ul is the Normalized System Accuracy, calcul ated as:
Ul = (System Accuracy) / Confidence

However, it is possible to override the normal determnation of Ul
and directly assign its val ue.

When Ul is directly specified the cal cul ated neasurenent uncertainty

no | onger depends on the System Accuracy or Confidence, both of
whi ch are usually based on accuracy file | ookup

3.12 Specifying the U2 Parameter

The basi c neasurenent uncertainty calculation is:

Standard Uncertainty = RSS(U1, U2, ..., U10)
where U2 is calcul ated as:

U2 = RSS(S1, S2)
and where S1 is normally cal cul ated as:
S1 = (SDEV / (N~ 05) * F

and where S2 is normally cal cul ated as:

S2 = ((UUT Resolution) * 0.5) / (3 ~ 0.5)

However, it is possible to override the normal determ nation of U2
and directly assign its val ue.

When U2 is directly specified the cal cul ated neasurenent uncertainty
no | onger depends on the nmeasured val ues, the nunber of
nmeasurenents, the Student’s T distribution, or the UUT Resol ution.

Directly specifying U2 is appropriate in cases where the procedure
witer or netrol ogi st has determ ned that MET/CAL should cal cul ate
measur enent uncertainty using the usual RSS (root sum square)

cal culation, including the normalized system accuracy conponent,
and, possibly, optional uncertainty conponents U3, W4, ..., U0, but
where the usual (enpirical) determination of uncertainty conponent
U2 based on the standard deviation of the measured values and the
resolution of the UUT (Unit Under Test) is incorrect or

i nappropri ate.



3.13 Specifying Optional Uncertainty Components (U3, U4, ..., U10)

The optional uncertainty conponents U3, U4, ..., UlO default to zero
if not directly specified at the procedure |evel

Zero or nore optional conponents may be specified on a per-test
basi s.

Val ues persist within a procedure until changed or reset.

Refer to the section "Determining U3, W, ..., ULO" above for
addi tion information.

3.14 Specifying the UUT Resolution

The basi c neasurenent uncertainty calculation is:

Standard Uncertainty = RSS(U1, U2, ..., U10)
where U2 is calcul ated as:

U2 = RSS(S1, S2)
and where S1 is normally cal cul ated as:
S1 = (SDEV / (N~ 05) * F

and where S2 is normally cal cul ated as:

S2 = ((UUT Resolution) * 0.5) / (3 ~ 0.5)

Unl ess overridden, MET/CAL attenpts to infer the UUT's resol ution
based on information in the procedure. (Actually, MET/CAL has

al ways done this, but prior to V6.0 the inferred infornmation was
used only to control the formatting of certain result quantities.)
In V6.0, the UUT Resolution is needed to determ ne the neasurenent
uncertainty.

If the automatically determ ned UUT resolution is incorrect or
i nadequate, the procedure witer may directly specify the UUT
resol ution.

The UUT Resolution is expressed in absolute units (Volts, Anps,
etc.)

The details of how MET/CAL attenpts to infer the UUT Resolution from
procedural information are not given here. However, the procedure
writer nmust be cognizant of the fact that MET/ CAL cannot al ways
reliably infer the UUT resolution, especially in cases where the

Nom nal value of the test, or the test tolerance, are not statically
known but, rather, are pronpted for or calculated at run tine.

In such cases the UUT Resol ution should be directly specified at the
procedure level. The specification my apply to a single test, a
group of related tests, or to the entire procedure.



4. Flow Control

In the MET/CAL procedure |language a test is a sequence of one or nore
procedure statenents which determne a single result at a particular test
poi nt .

In "closed-1oop" procedures, where the Unit Under Test (UUT) can be
remotely controlled, full automation requires that the test will typically
consi st of several discrete parts:

(a) Set up the calibration standard.
(b) Set up the UUT.
(c) Read the neasured val ue.

(d) Conpare the nmeasured value to the expected value and generate a
test result.

Dependi ng on the particular test and the particular instrunents involved,
it may or may not be necessary to pronpt the operator to nmake certain
connections as part of the test.

The measurenent uncertainty calculation requires that sone or all of the
parts of such a test be repeated automatically, once for each nmeasurenent
i n the neasurenment sequence.

The question arises, then, as to how many of the procedure statenents in
the test step should be repeated on the second and subsequent
measur enent s?

In some cases, such as when the operator is pronpted to nake a connection
it is clear that requiring that the connection be broken and re-nade for
each measurement in the sequence woul d be annoying to the operator, and
probably pointless.

In other cases, such as the decision whether to re-set up the calibration
standard for each measurenent, it’'s a judgenent call. There nay be sone
merit, fromthe nmeasurenent uncertainty point of view, in repeating as
much as possible of the entire neasurenment step. On the other hand, doing
so sl ows down procedure execution.

To provide full flexibility, a new procedure statenent, "TARCET", has been
added to the MET/ CAL procedure | anguage. The procedure witer may insert
a TARGET statenent at any desired point in a test. This causes execution
of the second and subsequent neasurenents to commence at the first
procedure statenent after the TARGET statenent.

For compatibility with existing conpiled procedures, however, MET/CAL al so
applies certain built-in rules to determ ne how nmuch of a nulti-statenent
test to re-execute on the second and subsequent neasurenents when there’s
no TARCET statenent in the test.

Sonme statement types, |like operator pronpts to nake connections are, by
default, not repeated. QOher statenent types, like | owlevel |IEEE-488 or



serial commands to set up and query the UUT are, by default, repeated each
tinme.

5. Conclusion

The inplenentati on of the measurement uncertainty cal culation in MET/ CAL
V6.0 had two main goal s:

(1) To define built-in calculations which correctly cal culate the
nmeasur enent uncertainty in nost cases.

The neasurenent uncertainty cal cul ati on can be done for many
procedures w t hout any required procedure nodification.

(2) To provide a flexible inplenmentation which allows the procedure
writer to override sone or all of the built-in calculation, and to
i ncl ude optional uncertainty components as needed.

Qur plan for subsequent versions of MET/CAL is to listen carefully to
custonmer feedback on the neasurenent uncertainty inplenentation and add
addi tional capability as needed when cases arise where the neasurenent
uncertainty cannot be calculated in a satisfactory manner, or where it can
be done manual ly, but further automation is feasible.

Comrent's, questions, and suggestions frominterested readers are nost
wel cone. | can be reached via email at:

Matt. ni chol as@ | uke. com
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