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Application Note

Implementing ISO/IEC 17025 Measurement

Uncertainty Requirements in MET/CAL Version 7.x

Introduction

There is an increasing need to determine measurement uncertainties in a calibration environment. This need is based on the requirement to comply with certain standards documents such as ISO/IEC 17025.

It is no longer sufficient to calculate the traditional test uncertainty ratio (TUR), per MIL STD 45662A.  The T.U.R. is usually calculated as:


TUR = (Test Tolerance) / (Accuracy of Standard)

The TUR calculation is based on the stated uncertainty of the measurement standard, but does not represent the total measurement uncertainty because it does not encompass empirical information based on a sequence of actual measurements, nor does it incorporate measurement uncertainty information based on the resolution of the Unit Under Test (UUT) or other components of the measurement system and aspects of the measurement environment.

This Application Note discusses the implementation of measurement uncertainty calculation in MET/CAL version 7.x automated calibration software.
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Throughout this application note we will use an example using a 5500A to calibrate a 3 ½  digit meter at 10A 50 Hertz.

Calculating Measurement Uncertainty

Basic Calculation

The measurement uncertainty calculation is simply:


Expanded Uncertainty = (Standard Uncertainty) * K

Where K is the coverage factor.

Note: In Version 7, Welch-Satterthwaite is enabled by using the VSET WS = YES in a procedure. In Welch-Satterthwaite mode MET/CAL determines the effective degrees of freedom (DF), and then looks up the coverage factor in a T-distribution table at the specified confidence (KCONF).

The Standard Uncertainty is an RSS (Root Sum Square) calculation:
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MET/CAL attempts to determine the U1and U2 automatically.

U1 is the calibrator’s accuracy related uncertainty.  It is the Normalized System Uncertainty, and is based on the uncertainty of the Calibration standard.  This uncertainty is taken from the ACC file for the calibrator used.  The 90 Day specification is typical for the ACC file.  This would be considered as Type B uncertainty

U2 is the combination of two UUT related uncertainty components:

1. S1: The uncertainty within a sequence of actual measurements (a Type A uncertainty)

2. S2:  The resolution (or sensitivity) of the UUT (a Type B uncertainty)

U3, U4, U5, U6, U7, U8, U9, and U10 are optional uncertainty components, which may be directly specified by the procedure writer.  If specified, they are included in the RSS calculation.  If not specified, they default to zero and do not affect the RSS calculations.  If these values are specified in the procedure, they will persist in the procedure until changed or reset.   These optional uncertainty components would be considered as part of the Type B uncertainty.

Note:  If the Welch-Satterthwaite is enabled, the per-component degrees of freedom and the per-component sensitivity coefficients may be specified.

Determining U1, the Normalized System Accuracy

In each test step in a MET/CAL calibration procedure there is a measurement standard and a UUT.

In most cases, the specification of a test in the calibration procedure includes information about the test sufficient for MET/CAL to automatically program the measurement standard.  The information is also used to look up the uncertainty of the standard in an external accuracy file.

The Normalized System Uncertainty is calculated as:


Normalized System Uncertainty = System Uncertainty / Confidence Interval

Where:

System Uncertainty is calculated from data in the MET/CAL Accuracy file for the calibrator.

The Confidence Interval is a statistical measure of the confidence associated with the specification given for a calibration standard.  In normal operation, the Confidence Interval is looked up automatically and is taken from the header portion of the external accuracy file.

The following is an example from the header in the 5500A 90 Day accuracy file:

Begin Header



instrument = Fluke 5500A



interval   = 90 days



confidence = 2.58 sigma

End Header

The typical Confidence values are 2 sigma, 2,58 sigma, and 3 sigma.  Note that the parameter called Confidence in this document is described in various technical documents as a “coverage factor”.  This is not the same coverage factor, however, used to determine the Expanded Uncertainty from the Standard Uncertainty.
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Determining the U2 portion

The second uncertainty component, U2, is typically based on a sequence of actual measurement, and on the resolution of the UUT.  The calculation is:


U2 = [image: image3.wmf]2
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Where S1 is based on the sequence of measurements, and S2 is based on the resolution of the UUT.

Note: In Version 7 the U2 portion may be defined by the procedure writer using the U2M VSET command.  The procedure writer may choose U2M = RSS, which will RSS the S1 and S2 values as shown above, or U2M = Single, which allows the operator to use either the S1 or S2 values.
Determining S1

S1 is based on a sequence of measurements at a particular test point, and is calculated as:


S1 = (SDEV / [image: image4.wmf]N

) * F

Where:

1. N is the number of measurements

2. SDEV is the standard deviation of the measurements

3. F is a factor based on the Student’s T distribution and the number of                             degrees of freedom.  The number of degrees of freedom is one less than the number of measurements taken.

Unless overridden by use of the VSET FSC in a procedure, the value of F is determined per Table G.2 of Annex G of the document Z540-2-1997.

The values of F used by MET/CAL are exactly half the values shown in the 95.45% column of Table G.2. 

Note that MET/CAL uses the simplifying assumption that the number of degrees of freedom is one less than the number of measurements (NMEAS).  If this assumption is not acceptable, it may be possible for the metrologist / procedure writer to                directly calculate F and override MET/CAL's built-in determination of F
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Determining S2

S2 is based on the resolution (or sensitivity) of the UUT.  With most measuring devices, there is a limitation of one half of the smallest amount measured.  The reason it is necessary to include the S2 component in the calculation of the second uncertainty component, U2, is that in cases where the uncertainty of the standard is much greater than the uncertainty of the UUT there is a high probability that a sequence of measurements at a particular test point will all yield the identical value.  In this case the calculated standard deviation of the measurements will be zero, and S1 will therefore also be zero.  However, a standard deviation of zero does not indicate the measurements are all absolutely the same, it only indicates that, within the resolution of the UUT, the measurements are the same.

For example, if the real value of an applied signal is fluctuating, but always with less than +/- 0.5 count as shown on the display of a DMM, a sequence of identical measurements would be recorded.  Including S2, therefore, prevents the inappropriate estimate of U2 as zero in such cases.

S2 is calculated as:


S2 = 
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The [image: image7.wmf]3

 term comes from assuming a rectangular distribution of probabilities of values within a range defined by half the resolution of the UUT.  This resolution is, by default, determined indirectly, from information given in the procedure.  It is typically based on the specified NOMINAL value, although there are other sources of information when the NOMINAL value is not directly specified by the procedure writer.

For example, suppose a DC Volts verification test is done at 1V.  If the procedure writer specifies that the NOMINAL value is “1.00V”, MET/CAL infers from the format of the NOMINAL specification the resolution of the UUT is 0.01V
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Determining U3, U4….,U10

As previously stated, the calculation of the standard uncertainty is:


Standard Uncertainty = [image: image8.wmf]2
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Where U3, U4,….,U10 are optional uncertainty components which can be directly specified to augment the measurement uncertainty calculation.  These optional uncertainties are used to assign uncertainties from things like lead loading effects, thermal emfs, etc. and, unless other wise specified by the procedure writer, it is considered part of the Type B uncertainty.
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U3, U4, ….,U10 may be directly specified in a MET/CAL Calibration procedure.  The specification may apply to a single test, a sequence of tests, or to the entire procedure.  The default value for these components is zero and therefore make no contribution if not used.

Recall also that the Expanded Uncertainty is calculated as:


Expanded Uncertainty = (Standard Uncertainty) * K

Where K is the coverage factor.

Thus, a specification of U3, U4 …,U10 affects both the Standard Uncertainty and the Expanded Uncertainty.

It is up to the metrologist or procedure writer to assign values to these components.  In general these components are intended for Type B uncertainties.  These uncertainties are not directly based on the sequence of measured values, the uncertainty of the main calibration standard, or the resolution of the UUT, because those uncertainty components are incorporated in U1 and U2. If the Welch-Satterthwaite is enabled, the degrees of freedom and sensitivity coefficients may be specified for each of the optional uncertainty components.

As stated in NCSL Z540-2-1997, information used to determine Type B uncertainties includes:

· Previous measurement data

· Knowledge of relevant behavior and properties of materials and instruments

· Manufacturer’s specifications

· Calibration certificates

· Uncertainties assigned to reference data taken from handbooks

In practice, sources of additional, optional uncertainty components may include:

· Test leads

· Terminators

· Attenuators

· Power splitters

· Thermocouples

· Other signal conditioners

· Environmental factors (temperature, humidity)

In some cases it may be appropriate to leave all optional uncertainty components unassigned.  For example, if you are using a Fluke 5720A to calibrate a Fluke 10 DMM, the resolution of the UUT will dominate the measurement uncertainty calculation and any uncertainty contribution from, say, test leads, well be negligible.  On the other hand, if you are using, for example, an HP 3458A to measure a precision resistor, uncertainty due to test leads and temperature fluctuations in the lab may be important.

For Type A uncertainty components MET/CAL uses the number of measurements,

minus one, as the number of degrees of freedom.

This affects the determination of U2, which is based in part on the standard

deviation of a sequence of measurements at a given test point.

The optional uncertainty components, U3 to U10, may be Type A or Type B,

however, if they are Type A, it's the responsibility of the user (procedure writer)

to determine the number of degrees of freedom and perform the required

statistical calculation before entering the uncertainty component into MET/CAL.

These optional components must be normalized to 1 sigma.

Examples of Using the VSET FSC in MET/CAL

For further information, see the VSET help file, found in the HELP directory for metcal.  Note that this help file is a text file not a windows help file.

Let’s use our example and apply it to a Fluke 77.  The spec at 10A 50 Hertz is +/-(2.5% + 2 counts)

The following is a MET/CAL procedure created with the same parameters as used in our above example.

DATE:                  2000-11-09

AUTHOR:                Fluke Corporation

REVISION:

ADJUSTMENT THRESHOLD:  70%

NUMBER OF TESTS:       1

NUMBER OF LINES:       38

CONFIGURATION:         Fluke 5500A

=============================================================================

 STEP    FSC    RANGE NOMINAL        TOLERANCE     MOD1        MOD2  3  4 CON

#This example will calibrate a Fluke 77 at 10 Amps

# 50 Hertz.  The spec for the 77 is +/-(2.5% + 2 counts)

  1.001  ASK+           K

  1.002  ASK-                        P                                     V

# The ask+ K flag must be set to use uncertainty in a procedure

# You must also not turn off the TUR check with an ask- u flag

# Now we must set the parameters for VSET

  1.003  VSET         NMEAS = 5

  1.004  VSET         CONF = 2.58

  1.005  VSET         USE_ST = YES

# The number of measurements is set at 5 and

# the confidence is set to 2.58.  Note that the

# confidence defaults to 2.0 if not set with VSET.

# Since the number of measurements is less than 10 we should use Students T.

# Now we can set up our 5500A to provide the output and

# take the readings.  Note that when you run this procedure

# you will be prompted to enter 5 readings.

  1.006  5500         10.00A         2.5% 2U       50H            SI       2W
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The above procedure will compute the measurement uncertainty, and the results may be printed using the report called RT_REPORT_OF_CAL_WITH_EXP_UNC.RPT.

Note: The uncertainty reported in the 

Post Test Summary Window is the normalized uncertainty
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unless the Welch-Satterthwaite calculation is used.  If so, this value will value will be the calculated uncertainty.

The result will look like:
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The Full Results Table

MET/CAL version 7 provides a new table to store the full results and supports the Welch-Satterthwaite calculation. The procedure writer may now specify sensitivity coefficients and degrees of freedom for each uncertainty component. The coverage factor used to determine the expanded uncertainty is dynamically calculated from the combined degrees of freedom (Welch-Satterthwaite), the T-distribution, and a specified confidence value.  All new features are optional.

MET/CAL V7.00 writes calibration results data to a new database table, called the Results Table. 

Note:



The V6.00 Calresults Table remains part of V7.00.  By default



the V7.00 Run Time application writes results data to both



the Results Table and the Calresults Table.



Reports, which work with V6, will continue to work with V7,



after they are verified against the new database.



MET/CAL V7.00 includes a number of new reports, which work



with the V7 Results Table.



The fundamental difference between the Calresults Table and



the Results Table is that in the Results Table each individual



result quantity is stored in one or more separate columns.



The format file "rslt_db.frm" has no effect on the Results



Table or on reports which report data from the Results Table.



See the on-line reference "ResultsTable7.pdf" for a detailed



list of MET/CAL V7.00 result quantities.

The Welch-Satterthwaite Formula

When enabled, the Welch-Satterthwaite formula is used to approximate the effective degrees of freedom.  The effective degrees of freedom, together with a specified confidence                (KCONF), is then used to determine the coverage factor.  The coverage factor is looked up in a t-distribution table.

The t-distribution table used in MET/CAL is taken from "Guidelines on the Evaluation and Expression of Measurement Uncertainty", SAC-SINGLAS TECHNICAL GUIDE 1, 2nd Edition, March 2001. 

If the calculated value for the effective degrees of freedom is not in the t-distribution table, MET/CAL linearly interpolates the t-distribution value at the specified output confidence.

If the effective degrees of freedom value is greater than 100, but not infinity, the value for 100 is used.

When Welch-Satterthwaite mode is enabled, the coverage factor used to calculate expanded uncertainty from standard uncertainty is based on the t-distribution table referred to       above, unless overridden at the procedure or initialization file level by a direct specification of COV_FAC.  Note that the database specification of the coverage factor is ignored               when WS is set to "Yes" (or "1").

For a detailed explanation of the Welch-Satterthwaite formula, refer to page 15 of SAC-SINGLAS TECHNICAL GUIDE 1, 2nd Edition.

You may also wish to refer to:

                http://www.itl.nist.gov/div898/handbook/mpc/section5/mpc571.htm
for information on the Welch-Satterthwaite formula.
An Example Procedure using Welch-Satterthwaite mode

=============================================================================

INSTRUMENT:            Welch-Satterthwaite Example

DATE:                  2002-12-04

AUTHOR:                Fluke Application Group

REVISION:              1.00

ADJUSTMENT THRESHOLD:  70%

NUMBER OF TESTS:       1

NUMBER OF LINES:       54

CONFIGURATION:         Fluke 5500A

=============================================================================

 STEP    FSC    RANGE NOMINAL        TOLERANCE     MOD1        MOD2  3  4 CON

#This example will calibrate a Fluke 77 at 10 Amps

# 50 Hertz.  The spec for the 77 is +/-(2.5% + 2 counts)

  1.001  ASK+           K

  1.002  ASK-                        P                                     V

# The ask+ K flag must be set to use uncertainty in a procedure

# You must also not turn off the TUR check with an ask- U flag

# Now we must set the parameters for VSET

  1.003  VSET         NMEAS = 5

# The number of measurements is set at 5

  1.004  VSET         WS = YES

# This enables the Welch-Satterthwaite calculation

  1.005  VSET         KCONF = 99%

# When enabled, the Welch-Satterthwaite formula is used to

# approximate the effective degrees of freedom.  The effective

# degrees of freedom (DF), together with a specified confidence

# (KCONF), is then used to determine the coverage factor.

# The coverage factor is looked up in a t-distribution table.

1.006  VSET         U3 = .005

# Assign U3 uncertainty in Base Units (in this case Amps)

# This could be the Uncertainity of our attenator/leads/etc.

  1.007  VSET         DF3 = 100

# This sets the degrees of freedom for U3.

# For DF1 and DF2 the default value is NMEAS - 1

  1.008  TARGET       -m

# The "-m" option of the TARGET FSC specifies the repeat

# target in multiple measurement mode.

  1.009  5500         10.00A         2.5% 2U       50H            SI       2W

# Now we can set up our 5500A to provide the output and

# take the readings.  Note that when you run this procedure

# you will be prompted to enter 5 readings.
PO Box 9090, Everett, WA USA 98206

Fluke Europe B.V.

PO Box 1186, 5602 BD

Eindhoven, The Netherlands

For more information call:

In the U.S.A. (800) 443-5853 or

Fax (425) 664-5992

In Europe (21 40) 2 678 200 or

Fax (21 40) 2 678 222

In Canada (905) 890-7600 or

Fax (905) 890-6866

Throughout this application note, we will use actual examples of how MET/CAL calculates measurement uncertainty.








For our example, we will use a 5500A to calibrate a 3 ½ digit meter at 10 Amps 50 Hertz


This meter has a 10mA resolution at 10.0A





For our example:





The 90 Day spec for the 5500A @ 10A, 50 Hz 


= +/- (0.05% + 2000uA)


or


System Uncertainty = 7mA at 2.58 confidence 


or


Normalized System Uncertainty = U1 = 7mA/2.58 = 2.7mA at 1 sigma confidence





In our example:





We take 5 readings of the 10A, 50 Hz source with our DMM and get the following data:








� EMBED Word.Picture.8  ���


S1 = (25.49mA/�) * F


S1 = (25.49mA/2.236)*1.435


S1 = 16.36mA








In our example:





Our DMM has a 10mA resolution at 10.00A





S2 =  � EMBED Equation.3  ���  UUT_RES / �


S2 = .005/ 1.73





S2 = 2.887mA





Now we can calculate U2


� EMBED Equation.3  ���





U2 = 16.6mA


 








Back to our example:





We can now calculate our Standard Uncertainty and our Expanded Uncertainty.





Standard Uncertainty = � EMBED Equation.3  ���


Standard Uncertainty = 16.8mA


Expanded Uncertainty = 16.8 *  2 = 33.7mA


So our Total Uncertainty for this test is:


� = 10.04A  +/- 0.0337A


With a 95% Coverage Factor
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